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Methods: 
like accuracy, recall, precision, F1-score, and AUC are used to evaluate 
the base model, whose results are then compared with other metrics 

Results:

Conclusion: -

with high accuracy but also with models providing interpretability and 
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models, making it strenuous for healthcare specialists 

1

system built of ML models with XAI, a system that could be 

enhancing the chances of survival.2

Although this group of disorders has no cure, the treatment 

its treatment depends on the diagnosis.3 Also, the increase 
in complex learning approaches has made ML models 
more accurate but harder to explain.4 Therefore, XAI 
algorithms are methodologies that understand black-box 

classifying categories.
for any decisions that have been made, leading to the same 

in the decisions of medical professionals.6

such as transferability, ethical challenges, and real-world 

need for changes and advancements in modern technologies 

diagnosis and treatment.

demand a genuine understanding of the process leading 

models, reducing user trust and lucidity in the model. 

enhancing interpretability for the medical professionals 
or for any users of that decision-making system.

Although ML models can predict complex diseases 

(LIME) bridge this limitation by providing accurate 
interpretability.

Analysed various papers related to why ML models with 
XAI are important, making AI decision-making systems 

XAI methods also presented the gaps between the building 
of models for advancement in diagnosis, prognosis, and 

comparison of the metrics of performance of two models, 

models, which is shown using the OASIS dataset to predict 

and XAI interpretability is more acceptable.

• ML models used with XAI and ML models without 

of understanding.
•

both ways with and without XAI models.  
•

medical domain. 
•

have more advantages, which are described in this 
study.

• Performance metrics are used to prove the need for 

Nagajyothi, D., & Reddy, C.V.R., researchers analyse various 

enhance the reliability and accuracy of the model to detect 

the results generated using ML models and ML using XAI 
models [Figure 1]. An ML model uses training data to 
train a model, which in turn provides the outcome telling 
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too late and also describe the need for interpretability in 

1 Therefore, there is a need for a 

neural network with an XAI algorithm to allow everyone 
to understand decisions made by the system.2

Enea Parimbelli et al. presented that black-box models 
need advancement to enable interpretability with accurate 

outcomes.4 With the rise in usage of XAI algorithms, 

thus, Mohamed Karim Belaid et al. propose a compare-xAI 

-

them with XAI approaches like SHAP and LIME to improve 
the interpretability.

and interpretability of outcomes related to neurological 
diseases in these studies and comparisons of ML models 
with ML model + XAI approaches in general. The following 
diagram demonstrates a similar comparison of models with 
and without XAI [Figure 2].

Figure 2
models, such as RF, with XAI approaches like SHAP and 
describes how black-box models have low interpretability 

incorporated with XAI have high interpretability while 

Reference Dataset

 7
of Imaging Studies (OASIS) Clinical Perceptron (MLP), SHAP

-

-
DT, RF, KNN, SHAP, LIME

 9 Ageing survey data
SVM, SHAP

An interpretable healthy age-
ing scale model to build trust

 10 ADNI SVM, SHAP, LIME -
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 11 (MRI) -

12 The Telco Customer Churn, a re-
al-world 

DT, LR, Naïve Bayes (NB), 
Gradient Boosted Tree, 

SHAP, LIME

Transparency becomes more 

using SHAP and LIME 

13 University of California, Irvine (UCI) 
datasets

Deep Learning (DL), DT, 
Linear Regression (LR), NB, 

SHAP, LIME 

Analysis of the accuracy of ex-
plainable ML 

14 review paper – no dataset ML, XAI
Review of the interpretability 
of ML models in diagnosing 

Survey paper – no dataset XAI Survey of XAI approaches in 

 16 Support Vector Regression 
(SVR), LIME, SHAP using SHAP

Table 1

Nazir7

XAI approaches, can be used to strategise treatment for 

De Francesco et al.11 

14 state 
that general applicability and interpretability are lacking 
across various datasets used by the model to predict results.

Therefore, to summarise, the major focus of all these studies 

interpretability to enable medical professionals to build 
their trust in these decision-making systems and who, in 

outcomes of their diseases.

to build a model using ML algorithms with more accurate 

for doctors, medical professionals to trust the outcomes 
[Figure 3
evaluate the performance and bridge the outcomes that are 

made by models without XAI and with XAI is demonstrated 
using the OASIS clinical dataset. 

• 
accuracy to explainability because of the lack of impor-
tance given interpretable ability of the model. 

• 
-

• 

or limited. 
• Building clinical Trust is a major issue for the implemen-

accurate, due to a lack of understanding of the decisions 
made by the model.

• 

The procedure of methodology applied and shown in this 
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model. The relevant data is gathered and collected from 

rows and 12 columns. Figure 4 demonstrates the framework 

of the model. 

The following metrics are used to measure the performance 
of the models.

• Accuracy: This metric measures the accuracy of the 

or not. 

• Precision:

knowing the correct and actual results is crucial. 

•  Recall is the metric used to measure the actual 

• F1 Score: F1-score is used to measure accuracy or the 

 

 

The base model is trained using the OASIS dataset, which is 
later evaluated using a performance metric describing the 

are accurate. 

providing numbers that show the accuracy this model 
has achieved. These performance metrics present that 

which indicate the model is more reliable in diagnosing 

model accuracy is 0.70 for precision and recall. F1-score. 
The overall accuracy of the model indicates that the model 

After gathering the right dataset, pre-processing is 
performed on the dataset to improve the accuracy and 
overall performance of the model.

The pre-processing is an important process to format the 
dataset according to the needs of the model. The pre-
processing steps performed on these OASIS data sets are 

volume), nWBV (Normalised whole brain volume), and 
ASF (Atlas Scaling Factor). Next, certain values of columns 
are converted to numerical values, and the median and 

values. Then, categorical variables are encoded, and features 
are standardised. In the following step, which is the model 
development step, the base model is trained and tested 

The dataset used for model training is the OASIS clinical 
dataset, which is taken from the source called Kaggle. The 
dataset includes 436 rows and 12 columns. The dataset is 

the outcomes using XAI with an ML model. 

There are two models used to show comparison,  

• Base Model, namely, RF  
• XAI Model, namely, SHAP incorporated with RF
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weighted and non-weighted. The model thus performs 

supported by the overall accuracy value of the model, that is, 

the medical industry.

under the AUC-ROC curve, the higher the performance 
accuracy of the model. 

A confusion matrix is represented, which provides the values 

model performance, and it also helps to measure values for 
other metrics like precision, recall, accuracy, and F1-score.

In the following Figure 6, it is clearly visible that true 

class 0 and class 1, which have high value as compared 

in the base model.

The ROC curve of the base model illustrates the curve, 

AUC is 0.94 as shown in Figure 7, i.e., the overall model has a 

the model. To overcome this problem, SHAP is used with 
an RF model to improve the interpretability, as it provides 
global and local interpretability.

Global interpretability is one of the SHAP methods that 
provides a complete understanding of how models work 
and what the important features in the dataset are for 

predictability was further introduced as SHAP. Therefore, 
the graph [ ] depicts the important feature from 

the clarity and explainability of the model.
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From the SHAP summary plot, we concluded that nWBV 
and MMSE are the features widely used to predict the 

in building trust of medical professionals in the decision 

Local interpretability, on the other hand, explains why 
a particular prediction is made. The local explainer 

Figure 9 demonstrates how features like MMSE and nWBV 

To summarise, local and global interpretable models 
enhance the overall explainability of the model while 

needed to bridge the gap between ML models and their 

Table 2] is presented in the form 
of a table showing the results of both methods. From the 

SHAP is high as compared to the base model, leading to more 

Explainability of the RF Model when implemented with 

the interpretability outcome of the model.

   Comparison 
   based on  (RF) (SHAP)
    Accuracy

    AUC        0.94 0.94
    Interpretability        Low      High

    Clinical Use        Limited      Strong

      Feature Score
       MMSE        0.39     Highest
       nWBV     High
       Educ        0.07     Moderate 
       Age        0.06     Moderate

      Others     Low

of outcomes bridges the gap between model working 

the results demonstrate that ML models with XAI provide 

To evaluate the model performance, accuracy, precision, 
recall, and F1-score metrics were put into use, and their 

capacity is reliable. Whereas the global and local methods 

they need to trust the outcome.

The SHAP summary plot and SHAP bare plot illustrate 
what the important features (like MMSE and nWBV) are, 

and explain how the overall results are derived using the 
global and local interpretability methods of SHAP. Therefore, 
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federated learning can be used to protect data. Ensuring 
explainable models uphold these principles builds integrity 
and accountability in clinical AI decision-making systems. 

in the outcome of AI systems and makes AI systems more 
accountable for their decisions, which indeed helps in the 

analysis of models demonstrate that a system with 
interpretability has higher clinical usability than one without 

integrate the system into the healthcare industry, which is 

work. From those works, we concluded various gaps, hence 

with XAI is depicted using the OASIS clinical dataset to 

acknowledge the use of the OASIS dataset and open-source 
tools to get my results, which played an important role in 
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